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Abstract—Many components of Cyber-Physical Systems (CPS)
are designed based on models that represent the assumed behav-
ior of the CPS at the time of deployment. However, significant
or continuous small changes in the CPS, as well as wear and
tear reduce the effectiveness of the CPS and its model and
may lead to a total failure of the overall system. In this paper,
we propose a novel lifecycle-based view of CPS models. First,
we define the model’s lifespan as the period from the initial
conception of the model until it is no longer fit to represent
the system behavior. For better differentiation, a lifespan is
divided into the initial, operation, and adaptation phases. In
the initial phase, a known-good baseline performance metric
is established for the model’s suitability to reflect the system
behavior. In the operation phase, the model is used for CPS
analysis, data smoothing, and fault location while its suitability
is monitored. The adaptation phase is intended for necessary
adaptations to the model and to the CPS itself, which lead to new
iterations. To implement these lifecycle augmentations of the CPS,
we use formal modeling in the form of Hidden Markov Models
extended by unobservable transitions (ε-HMMT) to represent the
assumed system behavior and compare the data of the observed
system behavior with this modeling. In addition, we are testing
our proposed formalism by designing a CPS model based on
smart home systems and running a simulation for validation.
The simulation covers unforeseen system changes and corrupted
data.

Index Terms—cyber-physical systems, model lifecycle, formal
modeling, model validation

I. INTRODUCTION

Cyber-Physical Systems (CPS) are the real-time digital
monitoring, analysis and control of large and complex phys-
ical systems. They achieve this by combining networking,
storage capacity, and the mutual integration of their digital
and physical components. In previous work [1] we discussed
the relationship between the physical components of a CPS
and models that reflect their expected behavior and are used
to calculate the state of the CPS. We argued that phenom-
ena such as simplifications, misunderstandings, measurement
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errors, parameter drift, or the modification of the system’s
components cannot be eliminated, especially in the case of
long-term considerations. In addition, we concluded the need
for robust CPS models and abstractly introduced the formalism
of ε Hidden Markov Models with transitional emissions (ε-
HMMT) as a possible solution. However, as robust as a
model formalism may be, the occurrence of environmental
changes and subsequent system behavior adjustments mean
that the original model captures the actual system behav-
ior with decreasing accuracy over time. It can therefore be
assumed that this process will ultimately require substantial
adaptations to the CPS and its models. In this paper, we aim
to concretize the necessary steps to establish the ε-HMMT
as a suitable formalism for CPS modeling as well as to
conceptualize the various phases of the lifespan of a CPS
model. For each of these phases, we discuss how the model
can be used as a complement to the CPS and how the ε-
HMMT can be used to support this purpose, including a
model’s initial validation, its applications during deployment,
and recommended adaptations to the model and/or the CPS.

II. RELATED WORK

As Lee et al. [2] emphasize, CPS are about the intersection
of the physical and the cyber, and as such we must understand
their interaction. They argue that a comprehensive CPS model
must represent both continuous and discrete dynamics and
that details of the physical system are inevitably omitted.
However, they also suggest that it is possible to use a purely
discrete model for properties of interest while maintaining
high accuracy. Derler et al. [3] introduce the concept of
design contracts to close gaps between control and software
engineering. Design contracts are agreements about system
properties that specify requirements and assumptions for the
system. While these can be used to ensure that digital and
physical components are appropriate from a specified perspec-
tive, we cannot expect the requirements and assumptions to be
comprehensive and flawless. Especially given the complexity



and inherent uncertainty of the underlying physical systems.
This can also be seen in the work of Sanislav et al. [4], who
named the detection of environmental changes and system
behavior adaptation as the main challenges of CPS design.
Putnik et al. [5] state the importance of behavior simulation
and (predicted) result analysis but emphasize that due to the
inherent and intrinsic complexity of emergent CPS scenarios,
common modeling patterns such as model-based design are
not adequate. They emphasize the importance of feedback
loops between the CPS components and that there must be a
continuous loop of learning and realignment through all phases
of the CPS to adapt to the uncertainties.

III. SYSTEM MODEL

We assume that the digital components of a CPS perceive
the physical system as a sequence of discrete events and that
there are strong sequential dependencies between observable
events. Furthermore, we assume that a formalism exists that
allows the assumed behavior of the CPS to be modeled and
that serves as the basis for the design and operation of
the digital components. As such a formalism we propose,
concretize and evaluate an adapted form of Hidden Markov
Models (HMM) that allows for unobservable transitions, also
known as null transitions or ε-transitions. These enable HMMs
to change state without the observer being aware of it and have
been used in the literature, particularly in the context of speech
recognition [6], [7]. Furthermore, in previous work [1] we
argued that these ε-HMMTs seem to be suitable due to their
properties for modeling the uncertainties of the underlying
physical system as well as human behavior including sensor
and measurement errors.

We extend the formalism of time-homogenous first or-
der HMM [8] and give a compact formal definition of ε-
HMMTs. We formally define an ε-HMMT as a 5-tuple H =
(Q,Σ, A,B, π), i.e.,

• Q = {s1, ..., sN} is the finite set of system states,
• Σ = {e1, ..., eM} is the alphabet of emission symbols,
• A = (asi,sj )i,j is the |Q|×|Q| state transition probability

matrix, where asi,sj = P [sj |si] is the probability of
going from si to sj ,

• B = (bsi,sj ,em)i,j,m is the |Q| × |Q| × |(Σ∪{ε})| obser-
vation symbol probability matrix including ε = eM+1,
where bsi,sj ,em = P [em|si, sj ] is the probability of
emitting em provided that one goes from si to sj , and

• π is the |Q|-dimensional vector, which specifies the initial
probability distribution, i.e., πk = P [sk] is the probability
of starting in state sk.

Furthermore, A, B and π have to satisfy the following
stochastic constraints:

• asi,sj ≥ 0 and
N∑
j=1

asi,sj = 1, for 1 ≤ i, j ≤ N = |Q|

• bsi,sj ,em ≥ 0 and
M+1∑
m=1

bsi,sj ,em =

{
1 if asi,sj > 0

0 otherwise
,

for 1 ≤ i, j ≤ |Q| and 1 ≤ m ≤M + 1 = |(Σ ∪ {ε})|

• πk ≥ 0 and
N∑
k=1

πk = 1, for 1 ≤ k ≤ N = |Q|

The added ε-emissions serve a similar purpose as the empty
word of length zero in formal languages. In the context of
HMM and HMMT, the non-observable ε-emission is added to
each state’s or transition’s set of emissions. The ε-emissions of
transitions between two different states then allow a change of
hidden state without emitting a symbol, therefore accounting
for the occurrence of missing hidden state transitions and
analogously missing observations or false negatives. False
positives introduce observations of events that did not occur
and that have to be filtered out of the sequence of observations
O. They can be accounted for by introducing loop transitions
to each state, assuming that states cannot occur multiple
times in succession. Therefore, we can account for incorrect
observations, resulting from the occurrence of false negatives
and/or false positives. Another problem is misclassification of
event types, i.e., within observation sequences, the type of
an observed event differs from the ground truth. However,
by integrating the rate of misclassification of event types into
relevant emission probabilities, we account for these as well.
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Fig. 1. Exemplary visualization of an HMMT without error consideration.

As an example, consider a bedroom (B) and a kitchen
(K) connected by a corridor (C), each equipped with one
occupancy sensor of the same name. Figure 1 depicts the
modeling of such a system using the HMMT formalism, which
does not consider false positives or false negatives. Assuming
sensors B and C trigger (O = bc), this modeling gives the
correct explanation that, states B and C were passed through.
We now assume that only sensors B and K trigger, but not C
(O = bk). The HMMT modeling is not able to explain this
scenario. However, since we must pass through the corridor to
get from B to K, we can conclude that either a false negative
occurred and the correct sequence of states is B, C, K, the
events b or c have been misclassified, or at least one of the
observations is a false positive.

Figure 2 depicts similar modeling of this scenario using
the ε-HMMT formalism, that considers false positives, false
negatives, and misclassifications. Considering the same exam-
ple (O = bk), there are now several possible explanations.
The most probable of these is the state sequence s0, B, C,
K emitting b on the first, ε on the second and k on the third
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Fig. 2. Exemplary visualization of an ε-HMMT, considering false negatives,
false positives and misclassifications.

transition. Its probability can be calculated as follows:

P (B|s0)·P (b|s0, B)·P (C|B)·P (ε|B,C)·P (K|C)·P (k|C,K)
= 0.4 · 0.9 · 0.9 · 0.05 · 0.48 · 0.72 ≈ 0.0056

The most probable explanation is therefore a false negative for
the observation c after b.
For standard HMM there exist two well-known algorithms, the
Viterbi [8]–[10] and the Baum-Welch algorithm [11]. Given an
observation sequence, the Viterbi algorithm computes the most
likely sequence of states and its probability. Given a model
structure and initial probabilities the Baum-Welch algorithm
adjusts the probabilities based on observed output sequences.
Jelinek [7] addressed the introduction of ε-transitions into
these algorithms and we further proved the correctness of these
adapted algorithms, in particular the introduction of ε-loops
[12].

IV. APPROACH

To counteract the inherent deviations between a model
and the actual system behavior over time, we introduce a
lifecycle-based view on CPS models leveraged by the ε-
HMMT formalism (see Section III). We denote this period
from the first conception of the model until it is no longer
suitable for representing the system behavior as the lifespan
of the model and divide it into the following three phases:

1) Initial
2) Operation
3) Adaptation
The initial phase is about quantifying a model’s suitability

to reflect the actual system behavior to create a known-good
baseline performance metric for later references. We consider
the following three scenarios.
In the adequate model scenario, there is a model that a valida-
tor such as a domain expert considers appropriate to represent
the actual behavior of the CPS, for example, as the result of
a model-driven CPS design process. The model consequently

contains all relevant system knowledge and assumptions so
that the digital components can adequately carry out their
task. However, the recorded CPS data may be corrupted or
the system itself may behave unexpectedly.
In the adequate data scenario, it is assumed that the collected
CPS data is considered adequate by a validator to represent
the actual behavior of the CPS. This may, for example, occur
if all hardware components of the CPS have recently been
maintained. However, the model under consideration may not
fully and correctly represent the system behavior. If we can
assume the CPS data to be adequate, the modeling formalism
should offer the possibility of learning a system model from
this data.
In the third incongruity scenario, we cannot assume that the
model or the data collected adequately represents the behavior
of the CPS. This can be the case, for example, if the underlying
model contains various assumptions about the system behavior
and we simultaneously have to expect significant measurement
errors.
All of these scenarios involve varying degrees of confidence
in our ability to model correct CPS behavior. However, it is
important to quantify the suitability between the CPS and its
models so that deviations can be detected later. Therefore,
we need a modeling formalism to enable the introduction
of a metric that determines the suitability between a model
and data of the observed system behavior. In addition, if
either the model or the data are deemed adequate, the metric
consequently becomes an estimate of the adequateness of the
other. Using the ε-HMMT as the underlying model formalism
then allows us to use the adapted Viterbi algorithm and metrics
based on the edit distance to evaluate and establish a known-
good baseline performance metric on how well data and model
fit together. Furthermore, the adapted Baum-Welch algorithm
can be used in the adequate data scenario to adjust model
probabilities.

The operation phase covers the regular operation of the
CPS in deployment. The software components perceive the
state of the CPS through data that is interpreted based on
the underlying model, calculate tasks and possible actions and
optionally exercise control through actuators.
First, for this phase, we assume a suitable model formalism to
provide robustness to address the inherent uncertainty of the
underlying physical system. Using the ε-HMMT with its ε-
emissions greatly enhances the robustness of the classic HMM
formalism and is therefore a suitable model formalism for
this phase. Second, we require that the formalism provides
means to aid in the analysis and maintenance of the CPS.
Possible tasks include but are not limited to monitoring the
suitability assessment, smoothing data sequences or locating
faulty system behavior and identifying their cause. Since CPS
are subject to wear, parameter drift, and external influences,
we assume that the suitability between the CPS and its models
will decrease over time, despite the desired robustness of
the model and the continuous maintenance of the CPS. To
determine these discrepancies we use the same metric used
for the known-good baseline performance in deployment and



monitor its deviation and gradient over time. Furthermore, as
long as the model is deemed acceptable, we use the ε-HMMT
and the adapted Viterbi algorithm for data smoothing purposes,
providing further robustness.

The adaptation phase assumes that the suitability between
the model and the actual system behavior is too poor for the
CPS to function properly and for the model to support its
operation phase tasks. To return to a point where the system
is running safely, significant changes must be made to the
model and/or the CPS itself. As major changes are made to
the CPS and its models, we refer to the results as new iterations
that need to be reevaluated, entering the initial phase again.
The purpose of the model in this phase is to locate faulty
model or system components and generate recommendations
for resolving CPS and model flaws. Since it is difficult to
distinguish between the model, the data collection process,
or the components of the CPS as the origin of an error, a
formalism can only aid to localize the error. This can be done
by monitoring the extent to which specific emissions or system
states contribute to the overall system error. Ultimately, a
domain expert must clarify whether, for example, the problem
lies within a model state or whether the respective sensors
are causing significant measurement errors. We refer to the
iterative sequence of these phases as the life cycle of a model.
Using the ε-HMMT as the underlying model formalism,
enables the adjustment of probabilities according to changed
observed system behavior. This can be done by executing
the Baum-Welch algorithm iteratively, until we converge to
a local (not global) optimum. An open challenge here is how
to estimate the probabilities of measurement errors as precisely
as possible. It has to be seen if these can be accurately learned
by using the Baum-Welch algorithm and by which data and
model properties this is influenced. For now, we assume them
to be specified by a domain expert or empirically generated.

V. PLANNED EVALUATION

Before using the ε-HMMT as a formalism for CPS mod-
eling we first want to establish its soundness. The adapted
Viterbi algorithm gives us for an observed sequence (possibly
with errors) the most probable sequence, which is compatible
with a given ε-HMMT model. We quantify the difference
between an observed and model-compliant behavior using
the edit distance of the two sequences. In the ideal case,
(1) the observed event sequences do not contain errors and
(2) a model that perfectly represents the system behavior
is available. Therefore, the edit distance is always zero, i.e.
given any observation the most likely explanation is that this
observation is correct. In reality, however, we must consider
the possibility of errors in the observed sequence of events
and/or the modeling of the CPS. In this case, the magnitude of
the difference between observed and model-conform behavior
is captured by the edit distance, resulting in non-zero values.
To understand how well the ε-HMMT as a formalism for
modeling CPS works and how it is affected by inducing
errors and by different operation patterns, we are currently
implementing the following two steps:

Step 1: Generate a multitude of example HMMTs and based
on these respective ground truth observation sequences Oα.
This portrays the ideal case and should yield an edit distance
of 0 in each case, as long as the error rates captured in the
model do not interfere.
Step 2: Inject false positives and negatives into the generated
sequences Oα resulting in flawed observation sequences Oβ
and evaluate the edit distance:
Determine Error Base-Line (EBL): Determine the edit dis-
tance (ED) between the sequence with errors Oβ and the
one without the injected errors Oα, resulting in EBL =
ED(Oα, Oβ).
Measure Improvement: Determine the edit distance between
the sequence without errors Oα and the sequence Oγ derived
from the sequence with errors using the output of the Viterbi
algorithm. We expect the result to be EBL = ED(Oα, Oβ) >
ED(Oα, Oγ). So we see how well the correction using the
Viterbi works.
Diversify and Evaluate Operation Patterns: While keeping
the topology of the generated HMMTs we alter the parameter
distributions according to different operation patterns and
repeat the improvement measurements. By this we want to
analyze factors that lead to a deterioration in a model’s ability
to correct well.

In addition, we plan to learn the probabilities (parameters)
of a model using data and the extended Baum-Welch algo-
rithm. Currently, the goal is to collect real-world data and
establish the ground truth to properly evaluate the parametric
learning of a model in the real world. We aim to achieve this by
using known error-prone sensors (e.g. photosensitive sensors)
to simulate environmental effects on sensor-based CPS. At this
stage, we consider the main challenge to be the establishment
of sound ground truth.

VI. CONCLUSION

The value of domain knowledge and assumptions about
system behavior does not end after the components of the
CPS have been designed. We propose to capture them through
formal modeling and then compare the data of the observed
system behavior with this modeling. We expect that such a
model will allow various areas of application to complement
the CPS throughout its lifespan and propose the ε-HMMT as
a suitable formalism, while giving steps on how to establish
its suitability in this context and how it can be used to
support a CPS during its lifespan. This includes quantifying
the suitability between a model and the observed system
behavior, determining a threshold value for this suitability,
locating model and system errors, and recommending model
and system adjustments. We will evaluate the capabilities of
this approach by testing the ε-HMMT formalism we developed
with a smart home simulation that can introduce unexpected
and changing system behavior as well as data corruption.
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